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INTRODUCTION TO PROBLEM, OPERATOR FAULTS AND THEIRS 
EFFECTS ON WORK OF PRODUCTION LINE 
In one production company there is a problem of often stops of the production 
line, because of operators’ faults. The robot picks the products from the mould 
in injection moulding machine and takes them out for placing on the rotary 
magazine table next to the machine. Outside the safety fence, there is second, 
similar placing magazine, which must be unloaded manually by the operator 
during the robot performs the palletisation. After the completion of palletisation 
by the robot in safety area, the table must be turned by 180°. When the operator 
will not unload all products from the magazine and turn the table inside the safety 
area, the robot will not recognize the presence of some products in magazine 
and start palletisation from the first product. This will lead to collision between 
chuck plate and products left in the magazine. Of course, the collision will 
destroy the chucking plate by bending the metal plates or cutting the silicone 
suction cups. During the collision, torque on servomotor will exceed the allowed 
level and the robot will be stopped because of safety reasons. Before start-up 
of the whole production line, the chuck plate must be repaired, and some robot 
positions must be readjusted for proper work. The whole procedure takes a few 
hours in optimistic situation. If such a thing happens during night shift, it takes 
much longer, as there are no maintenance people with robot programming skills. 
 
DEFINING THE NEEDS 
A safety system must be implemented in current robot control system to prevent 
the collisions by operator fault described in paragraph 1. The system must detect 
products left unloaded by the operator in magazine and don’t allow to turn the 
table, predicting the stoppage of production line (Michalski, 2016). The table is 
hold in position by a locking pin on pneumatic cylinder (Michalski & Hetmanczyk, 
2015). After completion of palletisation, digital output signal from robot opens 
the pneumatic valve and the pin on pneumatic cylinder unlocks the table, 
allowing for its rotation. Digital output signal from robot must not be active, when 
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the safety system detects any products left in the magazine. If such situation 
happens, the operator must unload all products first and then the locking pin will 
unlock the rotation possibility of the table. The robot will await completion of 
table’s rotation in safe waiting position. The system has to proof the mistakes 
according to Poka-Yoke methodology (Hetmanczyk & Michalski, 2013). 
 

 
Fig. 1 Research object 

 
Digital input signal must be delivered to the robot from some external sensor 
(Michalski & Hetmanczyk, 2015), which will detect the products in the table 
outside the safety fence, so before the rotation of the table.  
The system must be flexible enough to work with at least 5 different magazines, 
all have their individual placing pattern. Most of 5 magazines can have products 
with variable colours, mainly transparent, white and black.  
Also, the system has to match the budget defined by managing staff of the 
company. The budget has been set to around 6.000-7.000 zlotys, with possibility 
to increase up to 10.000 zlotys basing on extra precise and easy to operate 
system. 
 
BRAINSTORMING, DEFINING THE POSSIBLE SOLUTIONS 
In order to develop a system described in previous paragraph, a brainstorm has 
been performed in order to define the possible solutions for the system. During 
a brainstorm, following detection systems have been listed out: 
- Mechanical 
- Ultrasonic 
- Photo optic 
- Reflective 
- Laser 
- Vision 2D 
- Height measurement 
- Vision 3D 
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FIRST EVALUATION OF ALL IDEAS, PROS AND CONS. 
After the brainstorm, first, theoretical evaluation of all ideas has been performed. 
The solutions were checked for ease of implementation, reliability, accuracy, 
costs, ease of use. Mechanical system was rejected because 5 different 
magazines doesn’t have any common pattern, in which some mechanical 
sensor could check the lack of products. Photo optic, reflective and laser were 
rejected because of the same problem and what is more, up to 46 sensors would 
be necessary for one magazine. In this situation, we decided to check first the 
cheapest solution left – ultrasonic sensor, if it will not work, then to try with 2D 
camera and later with 3D height measuring camera. 
 
FIRST ATTEMPT – ULTRASONIC SENSOR SOLUTION 
The first attempt was made with ultrasonic sensor SICK UM30. Main advantage 
of this solution should be low cost and no difference between colour of the 
products (Sick AG, 2018). The sensor has been mounted 1030 mm above the 
magazine, in its central point.  
The results were not satisfying. Although the sensor detected even small 
quantities of products, what was very good, it was able only to detect the 
products in the central area of magazine. When it has been mounted higher 
above magazine, to make the detection area bigger, the accuracy has dropped 
massively, thus making the detection not stable. Also, the magazines have many 
guiding pins or support elements for the products, all of them made some 
ultrasonic noises, lowering the detection accuracy significantly. After many 
attempts, the idea was abandoned, and we decided to try a 2D vision system. 
 
SECOND ATTEMPT – 2D VISION SYSTEM 
Next, the 2D vision camera PIM60 from SICK has been tested. This solution is 
much more expensive than ultrasonic sensor, but in theory, should provide much 
better accuracy and higher trust level to the output (Sick AG, 2017). The sensor 
was mounted in similar place as an ultrasonic sensor.  
Unfortunately, the use of sensor was not so easy in production practice. Each 
product in each colour required his own, separate job declared for image 
processing application. In total there would be 13 jobs (5 products in different 
colours), but the camera had memory only for 9 tasks (Sick AG, 2018).  
Changing the camera’s tasks between themselves was quite problematic for 
maintenance staff during switch between produced elements as well. Also, 4 
last jobs would have to be set manually, because of no memory left. However, 
the most crucial problem was the image repeatability. All magazines are made 
basing on precision aluminium plates, which are milled from both sides. This 
creates a very smooth surface, which also reflects light very well. The reflected 
light caused many interferences on camera image. What is worse, the conditions 
vary a lot during day and night, basing on daylight, flood lamps, etc. The angle 
and place of reflection was changing as well basing on light source (window, 
ceiling lamp). The environment could not be separated from light sources, 
because the easy handling access for operator must be ensured. Different types 
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of filters were tested e.g. transparent, UV block, all combined with or without 
infrared light. After many days of tests, we abandoned this idea, as it was not 
accurate and safe enough. Probably only 3D vision system like Trispector from 
Sick will work with no complications and not depending on colours, what should 
make just 5 jobs to declare. However, the Trispector camera exceeded the 
budget significantly.  
 
HIRD ATTEMPT – 3D VISION SYSTEM 
As the 2D vision system was not accurate and easy to operate, we decided to 
go even more professional and use the 3D vision system 03D301 from IFM. The 
camera was even cheaper than PIM60 from SICK and should measure the 
height of elements on magazine (IFM electronic GmbH, 2018). The camera has 
been mounted in the same position as PIM60, covering full magazine with its 
view range. The height of the elements is measured on infrared basis.  
Our idea was to teach the height profile of the empty magazine and declare it 
as proper one. All abbreviations of this profile should be rejected and set false 
on the digital signal to robot’s control unit. Unfortunately, the software delivered 
with camera has very little amount of options and possibilities. It even doesn’t 
have any possibility to compare live image with reference image. Thus, not 
allowing to create jobs and deliver the digital output directly from camera to 
robot’s programmable logic controller (IFM electronic GmbH, 2017, IFM 
electronic GmbH, 2018). Even though we decided to make a simulation. 
After the initial setup we put some products in the magazine in the way, the 
operator will leave them forgotten. Unfortunately, again the light reflected in 
similar way as it was with PIM60. This made some area of magazine not seen, 
as the light reflection was so big. The products were little bit small to detect with 
this camera because of its image resolution. Also, the transparent products were 
not detected accurately, because of different light reflection coefficient. 
In order to realize the measurement with a 3D camera, a measuring path was 
used as in Fig. 2. 
 

 
Fig. 2 Measuring path 

 
The image was sent from the camera via the TCP/IP protocol to the industrial 
computer (Michalski, 2018) on which the image processing software was 
installed using the PMDSDK2 (PMDSDK2, 2019) and OpenCV (OpenCV, 2019) 
libraries. The algorithm analysed the image and then sent the data to the PLC 
using the TCP/IP protocol to see if all elements from the table have been 
removed. 
Assuming that the image in the field of view of the camera will be repeatable 
except for the presence of the examined elements, a characteristic picture can 
be separated from the image. The image from the camera is shown in Figure 3. 
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Fig. 3 Image from camera O3D301 (based on if Vision Assistant) 

 
In Figure 3 there are elements left on the table marked with a frame. The 
analysis of the image shows that a circle describing the center of the table can 
be determined (Figure 4 – bigger white circle) and add a circle with a smaller 
radius (Figure 4 – smaller white circle). The result of the action is to obtain a ring 
containing characteristic elements (Figure 4 – black circle). 
Circles marked in Fig. 4 can be presented along with parameters to define the 
circle equation (Figure 5). 
 

 
Fig. 4 Picture from O3D301 camera with a characteristic ring (based on if Vision Assistant) 

 

 
Fig. 5 Model of the cut ring 
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The ring in Figure 5 can be described by the following circle equations (Ivanov 
& Tabachinikov, 2019, Stevenhagen, 2019, Yoruk at al., 2006, Tan at al., 2010, 
Coetzee and Botha, 1993): 

 ൜
(𝑥 − 𝑥଴)

ଶ + (𝑦 − 𝑦଴)
ଶ = 𝑅

(𝑥 − 𝑥଴)
ଶ + (𝑦 − 𝑦଴)

ଶ = 𝑟
 (1) 

On the basis of (1) you can determine the inequalities that the ring has to meet: 

 ൜
(𝑥 − 𝑥଴)

ଶ + (𝑦 − 𝑦଴)
ଶ ≤ 𝑅

(𝑥 − 𝑥଴)
ଶ + (𝑦 − 𝑦଴)

ଶ ≥ 𝑟
 (2) 

The system of equations (2) can be presented in the form of an equation: 

 𝑟 ≤ ඥ(𝑥 − 𝑥଴)
ଶ + (𝑦 − 𝑦଴)

ଶ ≤ 𝑅 (3) 

The equation can be represented in the following form of the pseudocode: 
 

int x0; // fixed value entered 
int y0; // fixed value entered 
int r; int R; // the value of rays 
double p; // auxiliary variable 
for(int i = 0; i < x_max; i++){ 
for(int j=0 ; j < y_max; j++){ 
p = sqrt((i - x0)^2 + (j - y0)^2); 
if(p < r || p > R) 
pixel_val(i,j) = 255; }} 

 
The effect of the algorithm is shown in Figure 6 (the characteristic area is 
marked). Additionally, in the operation of the algorithm, a tool was used to trim 
the object by determining a square based on the value of a larger radius. The 
procedure was aimed at reducing the number of calculations. 
 

 
Fig. 6 Ring with characteristic elements 

 
The fragment of the image from the 3D camera has been subjected to filtration 
(including the Kernel filter (He at al., 2017)). Then the Canna edge detection 
algorithm was introduced (Canny, 1986, Banas & Nalepa, 2017), (Nalepa et al., 
2018). The results of the algorithm are presented in Figure 7. 
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Fig. 7 The effect of filtration and edge detection algorithm to Fig. 6 

 
Subsequently, an algorithm for contour detection was used for the result of the 
edge detection process. Depending on the number of detected contours 
(Lankton & Tannenbaum, 2008), the algorithm sent information to the PLC 
whether a given object is on the table (Figure 8). 
 

 
Fig. 8. The number of outlines determined 

 
Testing the 3D camera directly does not allow to determine how many items on 
the table are left by the operator. In further analyses, a camera was used to 
return the image in the RGB colour palette. The downloaded image (Figure 9) 
was subjected to: the process of determining the characteristic ring (Figure 10), 
the algorithm of edge detection (Figure 11) and determining the number of 
contours (Figure 12). 
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Fig. 9 RGB image of the table 

 

 
Fig. 10 Ring with characteristic elements – RGB image 

 

 
Fig. 11 The effect of applying the edge detection algorithm to Fig. 10 

 
Analysis of the use of the 3D camera and the image returned in the RGB colour 
palette allow to state that the image from a standard 2D camera allows you to 
determine the number of elements left on the table by the operator. In addition, 
no filtration was used in the RGB camera. 
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Fig. 12 Determined number of contours – RGB image 

 
VALIDATION OF SOLUTION 
The study compared the operation of two 3D and RGB cameras in the situation 
of detecting items left by the operator on the table, which can lead to a serious 
failure of the entire system. First, the image taken from the 3D camera was 
analysed. Due to the repetitive nature of the tests – the table will always be in 
the same position – the way of identifying the leftover elements was defined by 
defining the characteristic rings. The algorithm consists in cutting out a fragment 
of the centre of the table in the form of a ring with a similar value of both defining 
rays. Then the cut-out area is filtered and the edges appearing on the analysed 
section are determined. Subsequent contours and line length of each contour 
are determined, due to the elimination of contours with a low surface area – 
disturbances. In the last stage of the algorithm's operation, the number of 
contours is determined and compared to the number of outlines of the reference 
image. 
The next stage of the research was the use of a camera that returns the image 
in the RGB colour palette. In the case of this image, an analogous algorithm was 
used as for the 3D camera image, except for the lack of image filtering.  
As a result of the research, it can be concluded that the image from the RGB 
camera allows for a more accurate image analysis in the presented industrial 
application. The returned image does not contain defective pixels and is less 
susceptible to factors that increase image distortion. The image in the RGB 
colour palette also allows to determine the number of elements left in the table 
segments. In addition, the RGB image was not subjected to filtration.  
Unfortunately, the system is still not stable enough to implement it in production 
reality and requires adding one extra PLC and/or industrial PC in the system 
(Michalski, 2019). It can be stated, that more advanced image processing 
algorithms were necessary to obtain any better results compared to results 
made on software delivered with cameras. 
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Abstract.  
The purpose of the paper is to present the validity of the investment of a production plant in 
the development of production automation. The optimal use of production lines is the way to 
achieve the right return on investment and profits. Any unplanned stops reduce profitability of 
production and do not allow to achieve high production output. The introduction of various 
types of safety devices and process automation allows to prevent unwanted events. In 
particular, relieving employees of their responsibility and thus avoiding breakdowns caused 
by operator error can lead to an effective increase in Overall Equipment Effectiveness (OEE). 
The publication presents a study of the impact of the use of a vision system on increasing the 
reliability of the production system. As a result, an effective vision system based on a 3D 
sensor has been developed, which protects the production line against collision of the robot's 
chuck plate with final products, thus not leading to the collision and destruction of the robot's 
tools. The camera has been implemented in the robot's control system, which excludes the 
need to change the settings, because the necessary change of work parameters is made 
automatically via the communication interface, thus making the work easier for employees 
when retooling the production machine between orders. Increasing the Overall Equipment 
Effectiveness and high level of Return Of Investment (ROI) allow for an unequivocal decision 
on the importance of the investment decision. The financial expense allowed for increasing 
the efficiency and productivity of production line, which contributes to the growth of the 
company's competitiveness. The predictability of lead time has been significantly improved, 
which led to an increase in customer satisfaction. 
 
Keywords: vision, production, OEE, automation, reliability 
 

 


